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#### Abstract

We study the asymptotics of the largest zeros of the Wilson, $q^{-1}$-Hermite and $q$ Laguerre polynomials using two distinct techniques. The first is based on the Coulomb fluid technique developed in a previous paper where the primary input is the weight function, while the second uses the method of chain sequences which supplies inequalities for the largest zeros; using the recurrence coefficients. We also investigate the asymptotics of the largest zeros of the polynomials orthogonal to the weight functions $\exp \left[-c(\log x)^{m}\right]$ for $c>0$ and $m$ a positive even integer.


## 1. Introduction

The theory of random matrices which originally arose from statistical modelling of the energy levels of heavy nuclei, has recently seen application in other diverse areas of physics such as quantum chaos [2], transport in disordered disordered solids [8] and low-dimensional string theory [3]. In pure mathematics, the Gaussian unitary ensemble, a special case of Hermitean random matrices, is important in the study of the zeros of the Riemann zetafunction [26].

In the theory of random matrices a central object of interest, denoted as $E[J]$, is the probability that an interval, $J$ (a subset of $\mathbb{R}$ ) is free of eigenvalues. For complex Hermitean matrices, this quantity can be expressed as the Fredholm determinant of a certain integral operator over the interval $J$ [23]:

$$
E[J]=\operatorname{det}\left(I-\hat{K}_{J}\right)
$$

where $\hat{K}$ has the kernel

$$
K(x, y)=\sqrt{w(x) w(y)} \sum_{j=0}^{N-1} p_{j}(x) p_{j}(y) .
$$

Here $\left\{p_{j}(x): 0 \leqslant j \leqslant N\right\}$ is the family of polynomials orthonormal with respect to the weight function $w(x)$ :

$$
\int w(x) p_{j}(x) p_{k}(x) \mathrm{d} x=\delta_{j, k}
$$

[^0]where the integral is over the support of $w(x)$, and $w(x)$ is related to the potential, $u(x)$, of the random matrix problem in the eigenvalue representation, through the relationship, $w(x)=\exp [-u(x)]$.

For $J=(s, \infty), E[s, \infty]$ gives the probability distribution of the largest eigenvalue, $s$, under an appropriate scaling. With this in mind we are led to the ongoing program of establishing the 'edge' asymptotic behaviour of a large class of orthogonal polynomials. In order to compute such asymptotics, rather precise knowledge is required on the largest zeros of the associated orthogonal polynomials. This will be explained later. We shall use $x \approx y$ to mean $y$ is an approximation to $x$ while $f(x) \sim g(x)$ as $x \rightarrow a$ to mean $f(x) / g(x) \rightarrow 1$ as $x \rightarrow a$.

It is known from the important work of Ullman, Saff, Mhaskar, Rakhmanov, Lubinsky, Totik, Van Assche, Levin and others that the distribution function of the zeros denotes as $\sigma(x)$ can be obtained from the following minimization problem:

$$
\begin{equation*}
\min _{\sigma} F[\sigma] \quad \text { subject to } \int_{J} \sigma(x) \mathrm{d} x=N \tag{1.1}
\end{equation*}
$$

where

$$
\begin{equation*}
F[\sigma]=\int_{J} u(x) \sigma(x) \mathrm{d} x-\int_{J} \int_{J} \sigma(x) \ln |x-y| \sigma(y) \mathrm{d} y \mathrm{~d} x . \tag{1.2}
\end{equation*}
$$

Here $\exp [-u(x)]=w(x)$ is the weight function and $N$ is the degree of polynomials orthonormal with respect to weight $w(x)$ :

$$
\begin{equation*}
\int_{K} p_{M}(x) p_{N}(x) w(x) \mathrm{d} x=\delta_{M, N} \tag{1.3}
\end{equation*}
$$

where $K$ is the interval of orthogonality. In this paper we shall focus our attention on cases for which $K$ is the real line and positive real line. Note that $\sigma(\cdot)$, the zero counting function, is positive over its support $J$. The minimizing function $\sigma$ satisfies a singular integral equation

$$
\begin{equation*}
u^{\prime}(x)=P \int_{e_{L}}^{e_{R}} \frac{\sigma(y)}{x-y} \mathrm{~d} y \tag{1.4}
\end{equation*}
$$

where the interval $J$ is $\left(e_{L}, e_{R}\right)$. In the examples to be given below $J$ is either $(0, b)$ or $(-b, b)$ and $P$ denotes the principal value. The edge parameter $b$ is determined by the normalization condition $\int_{J} \sigma(x) \mathrm{d} x=N$. The solution of the integral equation reads
$\sigma(x)=\frac{1}{2 \pi^{2}} \sqrt{\frac{e_{R}-x}{x-e_{L}}} P \int_{e_{L}}^{e_{R}} \frac{u^{\prime}(y)}{y-x} \sqrt{\frac{y-e_{L}}{e_{R}-y}} \mathrm{~d} y \quad x \in\left(e_{L}, e_{R}\right)$.
The function $\sigma(x)$ given by (1.5) is indeed the potential theoretic approximation of

$$
\sigma_{N}(x):=w(x) \sum_{n=0}^{N-1}\left[p_{n}(x)\right]^{2}
$$

expected to be valid for sufficiently large $N$. This technique was developed by Dyson [11] on certain random matrix ensembles in the 1960s and has recently found application in other matrix ensembles [4-8].

As an example take $u(x)=x^{2}$ and $K=(-\infty, \infty)$. In this case the orthogonal polynomials are the well known Hermite polynomials. A simple calculation using (1.5) with $J=(-b, b)$ gives

$$
\begin{equation*}
\sigma(x)=\frac{1}{\pi} \sqrt{b^{2}-x^{2}} \quad x \in(-b, b) \tag{1.6}
\end{equation*}
$$

with $b=\sqrt{2 N}$ from the normalization condition. Since $\sigma( \pm b)=0$ in (1.6), the parameter $b$ defines the edges beyond which the density vanishes. To a crude approximation $b$ can be identified as the largest zero. Our contribution to this method is the observation that a further refinement to the largest zero can be obtained from the formula

$$
\begin{equation*}
1=\int_{a}^{b} \sigma(x) \mathrm{d} x \tag{1.7}
\end{equation*}
$$

in the limits $b \rightarrow \infty$ and $a \rightarrow b$. The $a$ in (1.7) is a better approximation to the largest zero than $b$ is. Thus equation (1.7) supplies the asymptotics of the largest zero. To see how this works, we first determine the behaviour of $\sigma(x)$ near $x=b$. This is

$$
\begin{equation*}
\sigma(x) \sim G(b) \sqrt{b-x} \quad \text { as } x \rightarrow b^{-} \tag{1.8}
\end{equation*}
$$

where in the Hermite case

$$
G(b):=\frac{\sqrt{2 b}}{\pi} .
$$

We will show in the case of other sequences of polynomials, to be studied later, that the density has the above 'edge' behaviour.

A simple integration using (1.8) gives

$$
\begin{equation*}
a \sim b-\left(\frac{3}{2 G(b)}\right)^{2 / 3} \tag{1.9}
\end{equation*}
$$

We remark that since $G(b)>0$ the crude estimate $b$ for the largest zero is larger than the refinement given in (1.9).

In the Hermite example, we find the following approximation to the largest zero:

$$
\begin{equation*}
a \sim \sqrt{2 N}-c_{1} N^{-1 / 6} \quad c_{1} \approx\left(3 \pi / 2^{7 / 4}\right)^{2 / 3} \tag{1.10}
\end{equation*}
$$

Observe that the first term agrees exactly with the result in Szegó [29], while the numerical value of the constant $c_{1}, 1.98752 \ldots$, comes close to that obtained using the Sturm comparison theorem based on the differential equation satisfied by the Hermite polynomials, $1.63329 \ldots$. From this example it is apparent that the Coulomb fluid method does not give the correct constant in the second term in the asymptotic expansion of the extreme zeros of orthogonal polynomials. The correct value for $c_{1}$ is $6^{-1 / 3} i_{1} / 2^{1 / 6}$, where $i_{1}$ is the positive smallest zero of the Airy function.

The 'edge' or uniform asymptotics of the Hermite polynomials is obtained in the limits, $N \rightarrow \infty, x \rightarrow \sqrt{2 N}$ and such that $N^{1 / 6}(\sqrt{2 N}-x)$ remains bounded. Specifically we let

$$
x=\sqrt{2 N}-c t N^{-1 / 6}
$$

From differential equation techniques [29, equation (8.22.13)] it is known that

$$
\mathrm{e}^{-x^{2} / 2} p_{N}(x)=3^{1 / 3} \pi^{-3 / 4} 2^{(2 N+1) / 4} \sqrt{N!} N^{-1 / 2}\left[\mathrm{Ai}(t)+\mathrm{O}\left(N^{-2 / 3}\right)\right]
$$

holds with $c=2^{-1 / 2} 3^{-1 / 3}$. Here the limit denotes the double limits indicated above. Indeed we recognize that when the density behaves as in (1.8) as $x \rightarrow b^{-}$, the appropriate parameter is

$$
\begin{equation*}
t:=c[G(b)]^{3 / 2}(b-x) . \tag{1.11}
\end{equation*}
$$

Based on the above observation, we conjecture that the following universal formula holds for the edge asymptotics for a class of orthogonal polynomials.

Conjecture 1. If, as $x \rightarrow b^{-}$the density $\sigma$ satisfies

$$
\begin{equation*}
\sigma(x) \approx G(b) \sqrt{b-x} \tag{1.12}
\end{equation*}
$$

then

$$
\begin{equation*}
\sqrt{w(x)} p_{N}(x) \sim d_{N} \operatorname{Ai}(t) \tag{1.13}
\end{equation*}
$$

where $t$ is defined by (1.11) and $d_{N}$ is a constant depending only on $N$ and $A i(t)$ is the Airy function.

The above class of orthogonal polynomials, namely the class for which (1.12) holds, contains at least the Freud weights

$$
\begin{equation*}
w(x):=\exp \left(-|x|^{\alpha}\right) \quad \alpha>0 \tag{1.14}
\end{equation*}
$$

and orthogonal polynomials whose weight function is of the form $\mathrm{e}^{-Q(x)}$, where $\log Q(x) / \log |x|$ has limits as $x \rightarrow \pm \infty$.

There is also a class of orthogonal polynomials which arises from the double scaling limit in certain problems in the theory of two-dimensional quantum gravity [3], whose density function, $\sigma(x)$, has the following edge behaviour:

$$
\sigma(x) \sim A_{k} b^{1 / 2-k}(b-x)^{k+1 / 2} \quad x \approx b \quad k=0,1,2, \ldots
$$

Here $A_{k}$ is a positive constant depending on $k$ and $b=B_{k} \sqrt{N}$, is positive. Using the procedure described above (see also [5, 4]) we find that the largest zero in this case is

$$
a \sim b-C_{k} b^{(2 k-1) /(2 k+3)}
$$

where $C_{k}$ has the approximate value

$$
C_{k} \approx\left(\frac{2 k+3}{2 A_{k}}\right)^{2 /(2 k+3)}
$$

By introducing a scaling variable which generalizes the previous $t$, we expect the asymptotic relation

$$
\begin{equation*}
\sqrt{w(x)} p_{N}(x) \sim D_{N} \Psi(s) \tag{1.15}
\end{equation*}
$$

with

$$
s:=A_{k}^{2 /(2 k+3)} b^{(1-2 k) /(2 k+3)}(b-x)
$$

to hold, where $\Psi(s)$ is a solution of the following differential equation:

$$
\left(\frac{\mathrm{d}^{2}}{\mathrm{~d} s^{2}}+q(s)\right) y(s)=0
$$

and the potential $q(s)$ having the large- $s$ behaviour

$$
\begin{equation*}
q(s) \sim s^{2 k+1}+\mathrm{O}\left(s^{2 k}\right) \quad \text { as } s \rightarrow \infty \tag{1.16}
\end{equation*}
$$

In this paper we employ the Coulomb fluid approximation to determine the large- $N$ behaviour of the largest zeros of the Wilson polynomials [31], $q$-Laguerre polynomials [25, 13] and $q^{-1}$-Hermite polynomials [1, 16]. The Wilson polynomials are treated in section 2 and the limiting behaviour of their zeros resembles that of the Laguerre polynomials (Szegó [29]). The zeros of the $q$-Laguerre polynomials are well separated, i.e. the ratio of two consecutive zeros is at least $q$ [25], and this is reflected in the asymptotic formula of their largest zeros which is derived in section 3. Our asymptotic result even exhibits the correct limiting behaviour as $q \rightarrow 1^{-}$. In section 4 the large-degree behaviour of the largest zeros of the $q^{-1}$-Hermite polynomials is analysed and again has the correct behaviour as
$q \rightarrow 1^{-}$. In section 5 we use chain sequences [10, 15] to give sharp upper bounds for the largest zeros of $q$-Laguerre and $q^{-1}$-Hermite polynomials.

Section 6 contains large-degree asymptotics of the largest zeros of the polynomials orthogonal with respect the weight functions

$$
\begin{equation*}
w_{m}(x):=\exp \left[\frac{-(\ln x)^{m}}{m(-\ln q)^{m-1}}\right] \tag{1.17}
\end{equation*}
$$

where $m$ is an even positive integer, $q \in(0,1)$ and $x \in(0, \infty)$. The asymptotics are carried out using the Coulomb fluid method. Lubinsky and Sharif [21] have already determined the first term in this asymptotic expansion. Our determination of the second term gave the surprising result that the case $m=2$ is very different from the rest of the cases $m>0$, but $m \neq 2$.

We shall call these weights 'the weak exponential weights', for lack of a better name. Such a class of weight function for $m=2$ arises from the study of electronic transport in disordered solids [8].

The Coulomb fluid method is not mathematically rigorous but seems to be very powerful and accurate. It may be appropriate here to quote Dyson's description of the Coulomb fluid method [11, page 158]:

These assumptions . . . can be summarized in the single statement that for large $N$ the Coulomb gas obeys the laws of classical thermodynamics. The assumption ... means that the free energy density at any point being a function of the local density and temperature alone. To a physicist these assumptions are so hallowed by custom that they hardly require justification ...
A birth and death process gives rise to a sequence of orthogonal polynomials $\left\{F_{n}(x)\right\}$ generated by

$$
\begin{equation*}
\mu_{n+1} F_{n+1}(x)=\left[\lambda_{n}+\mu_{n}-x\right] F_{n}(x)-\lambda_{n-1} F_{n-1}(x) \tag{1.18}
\end{equation*}
$$

with

$$
\begin{equation*}
F_{0}(x):=1, F_{1}(x)=\left[\lambda_{0}+\mu_{0}-x\right] / \lambda_{0} \tag{1.19}
\end{equation*}
$$

Orthogonal polynomials that arise from birth and death processes have their zeros in $(0, \infty)$. In [7] we reformulated a powerful theorem of Maté et al [22] and established the following theorem.
Theorem 1.1. Let $\left\{F_{n}\right\}$ be a family of birth and death process polynomials satisfying (1.18) and (1.19) and assume

$$
\begin{equation*}
\lambda_{n}=a^{2} n^{2 \delta}\left[1+\mathrm{o}\left(n^{-2 / 3}\right)\right] \tag{1.20}
\end{equation*}
$$

and

$$
\begin{equation*}
\mu_{n}=a^{2} n^{2 \delta}\left[1+\mathrm{o}\left(n^{-2 / 3}\right)\right] \tag{1.21}
\end{equation*}
$$

as $n \rightarrow \infty$ and assume $\delta>0$. Let the zeros of $F_{n}$ be arranged as

$$
\begin{equation*}
X_{n, 1}>X_{n, 2}>\cdots>X_{n, n}>0 \tag{1.22}
\end{equation*}
$$

and assume $\mu_{0}=0$. Furthermore, assume that $\left\{i_{n}\right\}_{1}^{\infty}$ are the positive zeros of the Airy function arranged in increasing order. Then we have

$$
\begin{equation*}
\sqrt{X_{n, k}}=2 a n^{\delta}\left[1-\frac{1}{2} \delta^{2 / 3} 3^{-1 / 3} i_{k} n^{-2 / 3}+\mathrm{o}\left(n^{-2 / 3}\right)\right] \tag{1.23}
\end{equation*}
$$

or equivalently
$\sqrt{X_{n, k}}=\sqrt{2\left(\lambda_{n}+\mu_{n}\right)}\left[1-\frac{1}{2} \delta^{2 / 3} 3^{-1 / 3} i_{k}\left(\frac{\lambda_{n}+\mu_{n}}{2 a^{2}}\right)^{-1 /(3 \delta)}+\mathrm{o}\left(n^{-2 / 3}\right)\right]$.
This theorem is relevant to our treatment of the zeros of the Wilson polynomials in section 2.

## 2. Wilson polynomials

The Wilson polynomials are orthogonal with respect to the weight function
$w\left(x, a_{1}, a_{2}, a_{3}, a_{4}\right)=\frac{\prod_{j=1}^{4} \Gamma\left(a_{j}+\mathrm{i} \sqrt{x}\right) \Gamma\left(a_{j}-\mathrm{i} \sqrt{x}\right)}{\Gamma(2 \mathrm{i} \sqrt{x}) \Gamma(-2 \mathrm{i} \sqrt{x})} \quad x \in[0, \infty) \quad a_{j} \in \mathbb{R}$.
For the Wilson weight function we find
$u^{\prime}(x)=-\frac{1}{w} \frac{\mathrm{~d} w}{\mathrm{~d} x}=\frac{\mathrm{i}}{\sqrt{x}}[\psi(2 \mathrm{i} \sqrt{x})-\psi(-2 \mathrm{i} \sqrt{x})]-\frac{\mathrm{i}}{\sqrt{x}} \sum_{j=1}^{4}\left[\psi\left(a_{j}+\mathrm{i} \sqrt{x}\right)-\psi\left(a_{j}-\mathrm{i} \sqrt{x}\right)\right]$

$$
\begin{equation*}
=\sum_{j=1}^{4} \sum_{n=0}^{\infty} \frac{1}{x+\left(a_{j}+n\right)^{2}}-\sum_{n=0}^{\infty} \frac{1}{x+n^{2} / 4} \tag{2.2}
\end{equation*}
$$

where $\psi(\cdot)$ is the di-Gamma function which has the representation

$$
\psi(x)-\psi(y)=\sum_{n=0}^{\infty}\left[\frac{1}{n+y}-\frac{1}{n+x}\right]
$$

The solution to the integral equation (1.4) is

$$
\begin{equation*}
\sigma(x)=\frac{1}{2 \pi^{2}} P \int_{0}^{b} \frac{1}{y-x} \sqrt{\frac{y}{b-y}} \sum_{n=0}^{\infty}\left(\sum_{j=1}^{4} \frac{1}{y+\left(a_{j}+n\right)^{2}}-\frac{1}{y+n^{2} / 4}\right) \tag{2.3}
\end{equation*}
$$

An integration using

$$
P \int_{0}^{b} \frac{\mathrm{~d} y}{y-x} \sqrt{\frac{y}{b-y}} \frac{1}{y+c}=\frac{\pi c}{b+c} \frac{1}{x+c} \quad \text { for } c>0
$$

gives the following representation for $\sigma$ :
$\sigma(x)=\frac{1}{2 \pi} \sqrt{\frac{b-x}{x}} \sum_{n=0}^{\infty}\left[\sum_{j=1}^{4} \frac{1}{x+\left(a_{j}+n\right)^{2}} \frac{a_{j}+n}{\sqrt{b+\left(a_{j}+n\right)^{2}}}-\frac{n / 2}{\sqrt{b+n^{2} / 4}} \frac{1}{x+n^{2} / 4}\right]$
for $x \in(0, b)$. Approximating the sum in (2.4) by an integral, we find, using Mathematica, that $\sigma(x)$ is approximately
$\sigma(x) \sim \frac{1}{2 \pi \sqrt{x}}\left(\frac{1}{2} \sum_{j=1}^{4} \ln \left[\frac{2(b-x)+2 \sqrt{b+a_{j}^{2}}+x+a_{j}}{x+a_{j}^{2}}\right]-\ln \left[\frac{2 b+2 \sqrt{b(b-x)}}{x}\right]\right)$.

The normalization condition in (1.1) becomes

$$
\begin{align*}
N=\int_{0}^{b} \sigma(x) & \mathrm{d} x=\frac{1}{2}\left[\sum_{j=1}^{4} \sum_{n=0}^{\infty}\left(1-\frac{a_{j}+n}{\sqrt{b+\left(a_{j}+n\right)^{2}}}\right)-\sum_{n=0}^{\infty}\left(1-\frac{n / 2}{\sqrt{b+n^{2} / 4}}\right)\right] \\
& \approx \frac{1}{2}\left[\sum_{j=1}^{4} \int_{a_{j}}^{\infty}\left(1-\frac{t}{\sqrt{b^{2}+t^{2}}}\right) \mathrm{d} t-2 \int_{0}^{\infty}\left(1-\frac{t}{\sqrt{b+t^{2} / 4}}\right) \mathrm{d} t\right] \\
& =\frac{1}{2}\left[\sum_{j=1}^{4}\left(\sqrt{b+a_{j}^{2}}-a_{j}\right)-2 \sqrt{b}\right] \tag{2.6}
\end{align*}
$$

In other words $N$ and $b$ are related through the algebraic equation

$$
2\left(N+\frac{1}{2} \sum_{j=1}^{4} a_{j}\right)=\sum_{j=1}^{4} \sqrt{b+a_{j}^{2}}-2 \sqrt{b}
$$

This gives the following asymptotic form of the dependence of $b$ on $N$, and for sufficiently large $b$ and $N$ we find

$$
\begin{equation*}
b=\left(N+\frac{1}{2} \sum_{j=1}^{4} a_{j}\right)^{2}+\mathrm{O}(1 / N) \tag{2.7}
\end{equation*}
$$

We obtain $G(b)$ for the largest zero, by expanding the density near $b$

$$
\begin{equation*}
G(b)=\frac{1}{2 \pi \sqrt{b}}\left(\sum_{j=1}^{4} \frac{1}{\sqrt{b+a_{j}^{2}}}-\frac{2}{\sqrt{b}}\right) \sim \frac{1}{\pi b} \tag{2.8}
\end{equation*}
$$

Thus the largest zero of the Wilson polynomials obeys the asymptotic approximation

$$
\begin{equation*}
a \sim\left(N+\sum_{j=1}^{4} a_{j}\right)^{2}-c_{2}\left(N+\frac{1}{2} \sum_{j=1}^{4} a_{j}\right)^{4 / 3} \tag{2.9}
\end{equation*}
$$

and

$$
\begin{equation*}
c_{2} \approx(3 \pi / 2)^{2 / 3} \tag{2.10}
\end{equation*}
$$

As we saw in (1.11), the Coulomb fluid approximation for the Hermite polynomials gave

$$
c_{1}=\left(3 \pi / 2^{7 / 4}\right)^{2 / 3}
$$

while the correct value is

$$
\begin{equation*}
c_{1}=i_{1} 6^{-1 / 3} 2^{-1 / 6} \tag{2.11}
\end{equation*}
$$

and $i_{1}$ is the positive smallest zero of the Airy function. This suggests that the Coulomb fluid approximation reads $6^{-1 / 3} i_{1}$ as $(3 \pi)^{2 / 3} / 2$. With this analogy it is plausible that

$$
\begin{equation*}
c_{2}=3^{-1 / 3} i_{1} \tag{2.12}
\end{equation*}
$$

This would lead to

$$
\begin{equation*}
a=\left(N+\sum_{j=1}^{4} a_{j}\right)^{2}-3^{-1 / 3} i_{1}\left(N+\frac{1}{2} \sum_{j=1}^{4} a_{j}\right)^{4 / 3}+\mathrm{o}\left(N^{4 / 3}\right) \tag{2.13}
\end{equation*}
$$

The Wilson polynomials [31] come from a birth and death process with

$$
\begin{align*}
& \lambda_{n}=\frac{\left(a_{1}+a_{2}+n\right)\left(a_{1}+a_{3}+n\right)\left(a_{1}+a_{4}+n\right)(s+n-1)}{(s+2 n-1)(s+2 n)}  \tag{2.14}\\
& \mu_{n}=\frac{n\left(a_{2}+a_{3}+n\right)\left(a_{2}+a_{4}+n\right)\left(a_{3}+a_{4}+n\right)}{(s+2 n-1)(s+2 n-2)} \tag{2.15}
\end{align*}
$$

for $n \geqslant 0$, where $a_{1}, a_{2}, a_{3}, a_{4}$ are positive parameters and

$$
\begin{equation*}
s:=\sum_{j=1}^{4} a_{j} \tag{2.16}
\end{equation*}
$$

Thus $a=\frac{1}{2}, \delta=1$ in (1.20) and (1.21), and for $X_{n, k}(W)$, the zeros of the Wilson polynomials, we obtain

$$
\begin{equation*}
X_{n, k}(W)=(n+s)^{2}-3^{-1 / 3}(n+s)^{4 / 3} i_{k}+\mathrm{o}\left(n^{4 / 3}\right) \tag{2.17}
\end{equation*}
$$

In [7] we conjectured that

$$
\begin{equation*}
\sqrt{X_{n, k}(W)}=(n+s)-\frac{1}{2} 3^{-1 / 3}(n+s)^{1 / 3}\left\{i_{k}+\epsilon_{n}\right\} \tag{2.18}
\end{equation*}
$$

where $\epsilon_{n}$ is positive for all $n, n>0$ and $\epsilon_{n} \rightarrow 0$ as $n \rightarrow \infty$. Of course, our asymptotic result (2.16) shows that $\epsilon_{n} \rightarrow 0$ as $n \rightarrow \infty$.

## 3. $q$-Laguerre polynomials

The $q$-Laguerre polynomials were introduced by Hahn and their Hamburger moment problem was investigated by Moak [25] and completed by Ismail and Rahman in [17]. They are orthogonal with respect to the weight function

$$
\begin{equation*}
w(x):=\frac{1}{(-(1-q) x ; q)_{\infty}} \quad x \in(0, \infty) \tag{3.1}
\end{equation*}
$$

where $0<q<1$ and the $q$-shifted factorials are

$$
\begin{equation*}
(\alpha ; q)_{0}:=1 \quad(\alpha ; q)_{n}:=\prod_{k=1}^{n}\left(1-\alpha q^{k-1}\right) \quad n=1,2, \ldots \text { or } \infty \tag{3.2}
\end{equation*}
$$

(see [13]). Note that this is related to an indeterminate moment problem for which the four entire functions that gives the Nevanlinna parametrization of the measures of orthogonality have been found recently, $[25,17]$. We shall determine the largest zero of the $q$-Laguerre polynomials using the technique mentioned in section 1 . The $q$-Laguerre polynomials are also of interest in certain physical applications [9].

First we find

$$
\begin{equation*}
u^{\prime}(x):=-\frac{w^{\prime}(x)}{w(x)}=\sum_{n=0}^{\infty} \frac{1}{x+a_{n}} \tag{3.3}
\end{equation*}
$$

where

$$
\begin{equation*}
a_{n}:=\frac{1}{(1-q) q^{n}} . \tag{3.4}
\end{equation*}
$$

We also use the parametrization

$$
\begin{equation*}
q=\mathrm{e}^{-\beta} \quad \text { with } 0<\beta<\infty \tag{3.5}
\end{equation*}
$$

The function $\sigma(x)$ now reads

$$
\begin{equation*}
\sigma(x)=\frac{1}{2 \pi} \sqrt{\frac{b-x}{x}} \sum_{n=0}^{\infty} \sqrt{\frac{a_{n}}{a_{n}+b}} \frac{1}{a_{n}+x} \quad 0<x<b . \tag{3.6}
\end{equation*}
$$

The function $G(b)$ is

$$
\begin{aligned}
G(b) & =\frac{1}{2 \pi \sqrt{b}} \sum_{n=0}^{\infty} \frac{\sqrt{a_{n}}}{\left(a_{n}+b\right)^{3 / 2}} \\
& \approx \frac{1}{2 \pi \beta \sqrt{b}} \int_{1 /(1-q)}^{\infty} \frac{\mathrm{d} u}{\sqrt{u}(u+b)^{3 / 2}} \\
& =\frac{1}{\pi \beta b^{3 / 2}} \lim _{R \rightarrow \infty}\left[\sqrt{\frac{R}{b+R}}-\sqrt{\frac{1}{1+(1-q) b}}\right]
\end{aligned}
$$

In the above computation we have replaced the sum over $n$ by an integral. Thus

$$
\begin{equation*}
G(b) \approx \frac{1}{\pi \beta b^{3 / 2}}\left[1-\sqrt{\frac{1}{1+(1-q) b}}\right] \tag{3.7}
\end{equation*}
$$

We now determine $b$ as a function of $N$. From the normalization condition in (1.1) we obtain the following from (3.6):

$$
\begin{aligned}
N & =\int_{0}^{b} \sigma(x) \mathrm{d} x=\frac{1}{2} \sum_{n=0}^{\infty}\left(1-\sqrt{\frac{a_{n}}{a_{n}+b}}\right) \\
& \approx \frac{1}{2 \beta} \int_{1}^{\infty} \frac{\mathrm{d} u}{u}\left(1-\sqrt{\frac{u}{u+(1-q) b}}\right) \\
& =\lim _{R \rightarrow \infty}\left[\ln \frac{R}{(\sqrt{R}+\sqrt{R+(1-q) b})^{2}}+2 \ln (1+\sqrt{1+(1-q) b})\right] \\
& =\frac{1}{\beta} \ln \left(\frac{1+\sqrt{1+(1-q) b}}{2}\right)
\end{aligned}
$$

Thus

$$
\begin{equation*}
b=\frac{4\left(q^{-2 N}-q^{-N}\right)}{1-q} \tag{3.8}
\end{equation*}
$$

Note that we recover the edge parameter for the Laguerre polynomials in the limit $q \rightarrow 1^{-}$. Indeed we have

$$
\begin{equation*}
\lim _{q \rightarrow 1^{-}} b=4 N \tag{3.9}
\end{equation*}
$$

Equations (1.9) and (3.7) give

$$
\begin{equation*}
a \approx b-(3 \pi \beta / 2)^{2 / 3}\left(1-\frac{1}{\sqrt{1+b(1-q)}}\right)^{-2 / 3} b \tag{3.10}
\end{equation*}
$$

Observe that in this case the correction term is of the same order as the main term. This seems to be the typical behaviour when the zeros have exponential growth or when the weight function behaves like $\exp \left(-c|\log x|^{\alpha}\right)$, for $c>0$ and $\alpha>0$. One possible explanation is that the Coulomb fluid method gives $b$ as function of $N$, say $b \approx C \exp (f(N))$. The next approximation (1.7) basically changes $N$ to $N+h(N)$, say where $h(N)=\mathrm{o}(N)$. This may have the effect of only changing the multiplicative constant $C$. For example with $f(N)=N, g(N)=c$, a constant, the effect of the second approximation will be to replace $C$ by $C \mathrm{e}^{c}$.

We now use a different approximation of the sum in the equation following (3.7). We utilize the $q$-integral [13]

$$
\begin{equation*}
\int_{0}^{a} f(x) \mathrm{d}_{q} x:=\sum_{n=0}^{\infty} f\left(a q^{n}\right)\left(a q^{n}-a q^{n+1}\right) \tag{3.11}
\end{equation*}
$$

The $q$-integral is just an infinite Riemann sum using the evaluation points $\left\{a q^{n}: 0 \leqslant n<\right.$ $\infty\}$. We go back to the equation defining $N$ and proceed as follows:

$$
N=\int_{0}^{b} \sigma(x) \mathrm{d} x=\frac{1}{2} \sum_{n=0}^{\infty}\left[1-\frac{1}{\sqrt{1+b(1-q) q^{n}}}\right]
$$

$$
\begin{align*}
& =\frac{1}{2(1-q)} \sum_{n=0}^{\infty}\left[1-\left(1+b(1-q) q^{n}\right)^{-1 / 2}\right] \frac{q^{n}(1-q)}{q^{n}} \\
& =: \frac{1}{2(1-q)} \int_{0}^{1}\left[1-(1+b(1-q) u)^{-1 / 2}\right] \frac{\mathrm{d}_{q} u}{u} \tag{3.12}
\end{align*}
$$

Now taking $q$ to be near 1 , we approximate the $q$-integral by a Lebesgue integral and obtain

$$
\begin{aligned}
N & \approx \int_{0}^{1}\left[1-(1+b(1-q) u)^{-1 / 2}\right] \frac{\mathrm{d} u}{u} \\
& =\frac{1}{1-q} \int_{1}^{\sqrt{1+b(1-q)}} \frac{\mathrm{d} v}{1+v}
\end{aligned}
$$

Therefore

$$
\begin{equation*}
N \approx \ln \left[\frac{1+(1+b(1-q))^{1 / 2}}{2}\right] \tag{3.13}
\end{equation*}
$$

This results in the following approximation to $b$ :

$$
\begin{equation*}
b \approx 4 \mathrm{e}^{N(1-q)} \frac{\mathrm{e}^{N(1-q)}-1}{1-q} \tag{3.14}
\end{equation*}
$$

The quantity $G(b)$ can also be evaluated in the same approximation:

$$
G(b)=\frac{1}{2 \sqrt{b}} \int_{0}^{1} \frac{\mathrm{~d}_{q} u}{[1+b(1-q) u]^{3 / 2}}
$$

and we obtain

$$
\begin{equation*}
G(b) \approx \frac{1}{\pi b^{3 / 2}(1-q)}\left[1-(1+b(1-q))^{-1 / 2}\right] \tag{3.15}
\end{equation*}
$$

Note that this is same as that obtained previously by approximating the sum as an integral provided we identify $\beta$ with $1-q$ for $q$ is close to 1 .

Thus for sufficiently large $b$ and $q$ close to 1 , we have

$$
\begin{equation*}
a \approx b-\left[\frac{3 \pi(1-q)}{2\left(1-(1+b(1-q))^{-1 / 2}\right)}\right]^{2 / 3} b \tag{3.16}
\end{equation*}
$$

with $b$ given by (3.8) or (3.14).
We remark here that the edge parameter, $b$, obtained by the first method is larger than that obtained using the second method, both of which compare favourably with the chain sequence estimate to be presented in section 5 . This is so since $\mathrm{e}^{N(1-q)}\left(\mathrm{e}^{N(1-q)}-1\right)<$ $q^{-2 N}-q^{-N}$ if and only if $\left(\mathrm{e}^{N(1-q)}-q^{-N}\right)\left(\mathrm{e}^{N(1-q)}+q^{-N}-1\right)<0$, which is equivalent to $\mathrm{e}^{N(1-q)}<q^{-N}$, namely $q \mathrm{e}^{1-q}<1$. The last inequality is $1-\mathrm{e}^{-\beta}<\beta$ and obviously holds for all $\beta>0$.

Here again the magic constant $(3 \pi)^{2 / 3}$ appears and the correct value may be that we replace $(3 \pi)^{2 / 3}$ by $2\left(6^{-1 / 3}\right) i_{1}$ but further numerical evidence is needed.

## 4. $q^{-1}$-Hermite polynomials

Ismail and Masson [16] proved that the $q^{-1}$-Hermite polynomials are orthogonal with respect to the weight function
$w(x ; \eta):=\frac{\mathrm{e}^{2 \eta_{1}} \sin \eta_{2} \cosh \eta_{1}\left(q,-q \mathrm{e}^{2 \eta_{1}},-q \mathrm{e}^{-2 \eta_{1}} ; q\right)_{\infty}\left|\left(q \mathrm{e}^{2 i \eta_{2}} ; q\right)_{\infty}\right|^{2}}{\pi\left|\left(\mathrm{e}^{\xi+\eta},-\mathrm{e}^{\eta-\xi},-q \mathrm{e}^{\xi-\eta}, q \mathrm{e}^{-\xi-\eta} ; q\right)_{\infty}\right|^{2}}$
where

$$
\begin{equation*}
x=\sinh \xi \quad \eta=\eta_{1}+\mathrm{i} \eta_{2} \quad \eta_{1} \in(-\infty, \infty) \quad 0<\eta_{2}<\pi / 2 \tag{4.2}
\end{equation*}
$$

This is an interesting example because the weight function depends on the two parameters $\eta_{1}$ and $\eta_{2}$, while the orthogonal polynomials, and hence their zeros, are independent of these parameters.

In this case

$$
\begin{equation*}
\sigma(x)=\frac{1}{2 \pi^{2}} \sqrt{\frac{b-x}{x+b}} P \int_{-b}^{b} \frac{-w^{\prime}(y ; \eta)}{w(y ; \eta)(y-x)} \sqrt{\frac{y+b}{b-y}} \mathrm{~d} y \tag{4.3}
\end{equation*}
$$

As in the case of $q$-Laguerre polynomials we set

$$
\begin{equation*}
q=\mathrm{e}^{-\beta} \tag{4.4}
\end{equation*}
$$

and apply

$$
\begin{aligned}
& \left(\mathrm{e}^{\xi+\eta},-\mathrm{e}^{\eta-\xi} ; q\right)_{\infty}=\prod_{n=0}^{\infty}\left[1-2 q^{n} \mathrm{e}^{\eta} x-q^{2 n} \mathrm{e}^{2 \eta}\right] \\
& \left(-q \mathrm{e}^{\xi-\eta}, q \mathrm{e}^{-\xi-\eta} ; q\right)_{\infty}=\prod_{n=0}^{\infty}\left[1+2 q^{n+1} \mathrm{e}^{-\eta} x-q^{2 n+2} \mathrm{e}^{-2 \eta}\right]
\end{aligned}
$$

to find from (4.1) that, for real $x$, we have

$$
\begin{align*}
-\frac{w^{\prime}(x ; \eta)}{w(x ; \eta)} & =\sum_{n=0}^{\infty}\left[\frac{1}{x-\sinh (n \beta-\eta)}+\frac{1}{x+\sinh ((n+1) \beta+\eta)}\right]+(\eta \rightarrow \bar{\eta}) \\
& =\sum_{-\infty}^{\infty}\left[\frac{1}{x-\sinh (n \beta-\eta)}+\frac{1}{x-\sinh (n \beta-\bar{\eta})}\right] \tag{4.5}
\end{align*}
$$

From (4.3) and (4.5) it is easy to obtain

$$
\begin{equation*}
\sigma(x)=\frac{1}{2 \pi^{2}} \sqrt{\frac{b-x}{x+b}} \sum_{-\infty}^{\infty} P \int_{-b}^{b} \frac{y+b}{\sqrt{b^{2}-y^{2}}}\left[\frac{1}{y-\sinh (n \beta-\eta)}+\eta \rightarrow \bar{\eta}\right] \frac{\mathrm{d} y}{y-x} . \tag{4.6}
\end{equation*}
$$

If $\operatorname{Im} a \neq 0$ then

$$
\begin{aligned}
P \int_{-b}^{b} \frac{1}{y-a} & \frac{y+b}{\sqrt{b^{2}-y^{2}}} \frac{\mathrm{~d} y}{y-x}=P \int_{-b}^{b} \frac{1}{\sqrt{b^{2}-y^{2}}}\left[1+\frac{a+b}{y-a}\right] \frac{\mathrm{d} y}{y-x} \\
& =(a+b) P \int_{-b}^{b} \frac{1}{(y-a) \sqrt{b^{2}-y^{2}}} \frac{\mathrm{~d} y}{y-x} \\
& =\frac{a+b}{x-a} P \int_{-b}^{b}\left[\frac{1}{y-x}-\frac{1}{(y-a)}\right] \frac{\mathrm{d} y}{\sqrt{b^{2}-y^{2}}} \\
& =\frac{a+b}{x-a} \int_{-b}^{b} \frac{\mathrm{~d} y}{(a-y) \sqrt{b^{2}-y^{2}}} \\
& =\frac{\pi}{x-a} \sqrt{\frac{a+b}{a-b}}
\end{aligned}
$$

Thus we have proved

$$
\begin{equation*}
P \int_{-b}^{b} \frac{1}{y-a} \frac{y+b}{\sqrt{b^{2}-y^{2}}} \frac{\mathrm{~d} y}{y-x}=\frac{\pi}{x-a} \sqrt{\frac{a+b}{a-b}} \tag{4.7}
\end{equation*}
$$

Therefore
$\sigma(x)=\frac{1}{2 \pi} \sqrt{\frac{b-x}{x+b}} \sum_{-\infty}^{\infty}\left[\sqrt{\frac{b+\sinh (n \beta-\eta)}{\sinh (n \beta-\eta)-b}} \frac{1}{x-\sinh (n \beta-\eta)}+\eta \rightarrow \bar{\eta}\right]$.
We similarly evaluate $\int_{-b}^{b} \sigma(x) \mathrm{d} x$ and the result is

$$
\begin{equation*}
N=\int_{-b}^{b} \sigma(x) \mathrm{d} x=\frac{1}{2} \sum_{-\infty}^{\infty}\left[1-\sqrt{\frac{b+\sinh (n \beta-\eta)}{\sinh (n \beta-\eta)-b}}\right]+\eta \rightarrow \bar{\eta} . \tag{4.9}
\end{equation*}
$$

We now approximate the sums in (4.9) by integrals, i.e. we apply

$$
\begin{align*}
\sum_{-\infty}^{\infty}\left[1-\sqrt{\frac{b+\sinh (n \beta-\eta)}{\sinh (n \beta-\eta)-b}}\right] & \approx \frac{1}{\beta} \int_{-\infty}^{\infty}\left[1-\sqrt{\frac{b+\sinh (u-\eta)}{\sinh (u-\eta)-b}}\right] \mathrm{d} u \\
& =\frac{1}{\beta} \int_{-\infty-\mathrm{i} \eta_{2}}^{\infty-\mathrm{i} \eta_{2}}\left[1-\sqrt{\frac{b+\sinh u}{\sinh u-b}}\right] \mathrm{d} u \tag{4.10}
\end{align*}
$$

where $\eta_{2}$ is as in (4.2). We also have another sum as in (4.10) but $\eta$ is replaced by $\bar{\eta}$, hence the resulting integral has $\eta_{2}$ replaced by $-\eta_{2}$. After a change of variable $u \rightarrow-u$ we can combine the two approximating integrals and establish

$$
\begin{align*}
\beta N & \approx \int_{-\infty-\mathrm{i} \eta_{2}}^{\infty-\mathrm{i} \eta_{2}}\left[1-\frac{\sinh u}{\sqrt{\sinh ^{2} u-b^{2}}}\right] \mathrm{d} u \\
& =\lim _{R \rightarrow \infty}\left[u-\cosh ^{-1}\left(\frac{\cosh u}{\sqrt{1+b^{2}}}\right)\right]_{-R-\mathrm{i} \eta_{2}}^{R-i \eta_{2}} \\
& =\ln \left(1+b^{2}\right) . \tag{4.11}
\end{align*}
$$

This shows that

$$
\begin{equation*}
b \approx \sqrt{q^{-N}-1} \tag{4.12}
\end{equation*}
$$

Observe that the estimate (4.12) is independent of $\eta_{1}$ and $\eta_{2}$, as it should be. From the three-term recurrence relations of the $q^{-1}$-Hermite polynomials $\left\{h_{n}(x \mid q)\right\}$ in [1] or [16]

$$
\begin{equation*}
2 x h_{n}(x \mid q)=h_{n+1}(x \mid q)+q^{-n}\left(1-q^{n}\right) h_{n-1}(x \mid q) \tag{4.13}
\end{equation*}
$$

the recurrence relation of the Hermite polynomials $\left\{H_{n}(x)\right\}$ in [29], for example

$$
\begin{equation*}
2 x H_{n}(x)=H_{n+1}(x)+2 n H_{n-1}(x) \tag{4.14}
\end{equation*}
$$

and the initial conditions $H_{0}(x)=h_{0}(x)=1, H_{1}(x)=h_{1}(x \mid q)=2 x$, it follows that

$$
\begin{equation*}
\lim _{q \rightarrow 1^{-}} \frac{2^{n / 2}}{(1-q)^{n / 2}} h_{N}(x \sqrt{(1-q) / 2} q)=H_{N}(x) \tag{4.15}
\end{equation*}
$$

It is interesting to note that (4.12) exhibits the correct limiting behaviour as $q \rightarrow 1^{-}$, since $b$ in (4.12) has to be replaced by $b \sqrt{(1-q) / 2}$. The result agrees with the first term in (1.11).

We will determine the behaviour near the edge after we have derived the estimate (4.12) using a different weight function. Askey [1] proved that the $q^{-1}$-Hermite polynomials are orthogonal with respect to the weight function

$$
\begin{equation*}
w(x):=\frac{\left(1+x^{2}\right)^{-1 / 2}}{\prod_{n=0}^{\infty}\left[1+2\left(2 x^{2}+1\right) q^{n}+q^{2 n}\right]} \tag{4.16}
\end{equation*}
$$

To apply the Coulomb fluid method to the weight function (4.16) first we note that it is easy to obtain

$$
\begin{align*}
-\frac{w^{\prime}(x)}{w(x)} & =\frac{x}{1+x^{2}}+\sum_{n=1}^{\infty} \frac{8 x}{q^{-n}+2\left(2 x^{2}+1\right)+q^{n}} \\
& =\frac{x}{1+x^{2}}+\left[\sum_{n=1}^{\infty}+\sum_{n=-1}^{-\infty}\right] \frac{4 x}{q^{-n}+2\left(2 x^{2}+1\right)+q^{n}} \\
& =\sum_{-\infty}^{\infty} \frac{x}{x^{2}+c_{n}^{2}} \tag{4.17}
\end{align*}
$$

where

$$
\begin{equation*}
c_{n}=\left[q^{n / 2}+q^{-n / 2}\right] / 2 \tag{4.18}
\end{equation*}
$$

Using equation (4.7) and proceeding as in the case of the weight function (4.1), we see that

$$
\begin{equation*}
\sigma(x)=\frac{1}{4 \pi} \sqrt{\frac{b-x}{b+x}} \sum_{-\infty}^{\infty}\left[\frac{\mathrm{i}\left(b-\mathrm{i} c_{n}\right)}{\left(x+\mathrm{i} c_{n}\right) \sqrt{b^{2}+c_{n}^{2}}}+\text { complex conjugate }\right] \tag{4.19}
\end{equation*}
$$

and the side condition $N=\int_{-b}^{b} \sigma(x) \mathrm{d} x$ becomes

$$
\begin{align*}
4 N & =\sum_{-\infty}^{\infty}\left[1-\sqrt{\frac{-b+\mathrm{i} c_{n}}{b+\mathrm{i} c_{n}}}+1-\sqrt{\frac{b+\mathrm{i} c_{n}}{-b+\mathrm{i} c_{n}}}\right] \\
& =2 \sum_{-\infty}^{\infty}\left[1-\frac{c_{n}}{\sqrt{b^{2}+c_{n}^{2}}}\right] \tag{4.20}
\end{align*}
$$

We again approximate the sums in (4.20) by integrals, and after calculations similar to those used in deriving (4.11) we obtain

$$
\beta N \approx \int_{-\infty}^{\infty}\left[1-\frac{\cosh u}{\sqrt{b^{2}+\cosh ^{2} u}}\right] \mathrm{d} u
$$

Therefore

$$
\begin{aligned}
\beta N & \approx \lim _{R \rightarrow \infty}\left[u-\sinh ^{-1}\left(\frac{\sinh u}{\sqrt{1+b^{2}}}\right)\right]_{-R}^{R} \\
& =2 \lim _{R \rightarrow \infty}\left[R-\ln (2 \sinh R)+\frac{1}{2} \ln \left(1+b^{2}\right)\right]=\ln \left(1+b^{2}\right)
\end{aligned}
$$

This is the last equality in (4.11), and hence (4.12) follows.
We can use the $q$-integral to approximate the sum in (4.20). Recall [13] that

$$
\begin{equation*}
\int_{0}^{\infty} f(x) \mathrm{d}_{q} x=\sum_{-\infty}^{\infty} f\left(q^{n}\right)\left(q^{n}-q^{n+1}\right) \tag{4.21}
\end{equation*}
$$

Now equation (4.20) is

$$
\begin{aligned}
2(1-\sqrt{q}) N & =\sum_{-\infty}^{\infty} \frac{q^{n / 2}-q^{(n+1) / 2}}{q^{n / 2}}\left[1-\frac{\left(q^{n / 2}+q^{-n / 2}\right) / 2}{\sqrt{b^{2}+\left(q^{n / 2}+q^{-n / 2}\right)^{2} / 4}}\right] \\
& =\int_{0}^{\infty}\left[1-\frac{\left(u+u^{-1}\right) / 2}{\sqrt{b^{2}+\left(u+u^{-1}\right)^{2} / 4}}\right] \frac{\mathrm{d}_{q} u}{u} \\
& \approx \int_{-\infty}^{\infty}\left[1-\frac{\cosh v}{\sqrt{b^{2}+\cosh ^{2} v}}\right] \mathrm{d} v
\end{aligned}
$$

This gives (4.11) with $\beta$ replaced by $2(1-\sqrt{q})$. Therefore another estimate for $b$ is

$$
\begin{equation*}
b \approx\left(\mathrm{e}^{2 N(1-\sqrt{q})}-1\right)^{1 / 2} \tag{4.22}
\end{equation*}
$$

Thus we succeeded in replacing (4.12) by (4.22), which is a smaller estimate (see the discussion following (3.16)).

To determine the edge behaviour we go to (4.19) and find

$$
\begin{aligned}
G(b) & =\frac{\sqrt{b / 2}}{\pi} \sum_{-\infty}^{\infty} \frac{c_{n}}{\left(b^{2}+c_{n}^{2}\right)^{3 / 2}} \\
& \approx \frac{\sqrt{b / 2}}{\pi(1-\sqrt{q})} \int_{-\infty}^{\infty} \frac{\cosh v \mathrm{~d} v}{\left[b^{2}+\cosh ^{2} v\right]^{3 / 2}} \\
& =\frac{\sqrt{2 b}}{\pi(1-\sqrt{q})} \int_{0}^{\infty} \frac{\mathrm{d} w}{\left[b^{2}+1+w^{2}\right]^{3 / 2}} .
\end{aligned}
$$

Thus

$$
\begin{equation*}
G(b) \approx \frac{\sqrt{2 b}}{\pi(1-\sqrt{q})} \frac{1}{1+b^{2}} \tag{4.23}
\end{equation*}
$$

Substituting for $G(b)$ from (4.23) in (1.9) we obtain

$$
\begin{equation*}
a \approx b-\left(\frac{3 \pi(1-\sqrt{q})\left(1+b^{2}\right)}{2 \sqrt{2 b}}\right)^{2 / 3} \tag{4.24}
\end{equation*}
$$

Therefore

$$
\begin{equation*}
a \approx\left[1-\frac{1}{2}(3 \pi(1-\sqrt{q}))^{2 / 3}\right]\left[\mathrm{e}^{2 N(1-\sqrt{q})}-1\right]^{1 / 2} . \tag{4.25}
\end{equation*}
$$

The limit $q \rightarrow 1^{-}$of (4.24) is interesting. As was pointed out earlier, we need to change variables as in (4.13), so $a$ needs to be replaced by $a \sqrt{(1-q) / 2}$. Thus equation (4.24) becomes

$$
\begin{align*}
& a \approx\left[\frac{2\left(\mathrm{e}^{2 N(1-\sqrt{q})}-1\right)}{1-q}\right]^{1 / 2}-c_{4} \frac{\mathrm{e}^{4 N(1-\sqrt{q}) / 3}(1-\sqrt{q})^{2 / 3}}{\left(\mathrm{e}^{2 N(1-\sqrt{q})}-1\right)^{1 / 6} \sqrt{(1-q) / 2}}  \tag{4.26}\\
& c_{4} \approx\left(\frac{3 \pi}{2 \sqrt{2}}\right)^{2 / 3} \cdot \tag{4.27}
\end{align*}
$$

As $q \rightarrow 1^{-}$the right-hand side of (4.25) reduces to the correct limit as given by the right-hand side of (1.11).

Here again $c_{4}$ contains our old friend $(3 \pi)^{2 / 3}$ which indicates that it may be replaced by an algebraic multiple of $i_{1}$. We think it may be that

$$
\begin{equation*}
c_{4}=6^{-1 / 3} i_{1} \tag{4.28}
\end{equation*}
$$

although this will be very surprising, if it holds true. In the area of random matrix models it is believed that there is a universal law governing the behaviour of the density at the tail of the eigenvalue spectrum (point spectrum). Our work gives an interpretation of the tail behaviour in terms of the largest zeros of orthogonal polynomials. We propose that this universality principle broadly states that the constant in the second term of the asymptotic development of the orthogonal polynomials is the first positive zero of the Airy function multiplied by an algebraic number. Some assumptions on the recursion coefficients or the analytic properties of the the weight functions are required. This universality principle is probably true for orthogonal polynomials whose recurrence coefficients are monotone and have algebraic growth. More precisely we believe the following to hold true.

Conjecture 2. Let $p_{n}(x)$ be symmetric orthogonal polynomials generated via
$p_{0}(x):=1 \quad p_{i}(x)=x / a_{0} \quad x p_{n}(x)=a_{n} p_{n+1}(x)+a_{n-1} p_{n-1}(x)$
where $\left\{a_{n}\right\}$ is a monotonically increasing sequence and

$$
\begin{equation*}
a_{n}=c n^{\gamma}(1+\mathrm{o}(1)) \quad \gamma>0 . \tag{4.30}
\end{equation*}
$$

Then the largest zero of $p_{n}(x)$ satisfies

$$
\begin{equation*}
x_{N, 1}=2 c n^{\gamma}\left[1+\xi i_{1} n^{\delta}+\mathrm{o}\left(n^{\delta}\right)\right] \tag{4.31}
\end{equation*}
$$

where $0>\delta$ and $\xi$ is an algebraic number and $i_{1}$ is the smallest positive zero of the Airy function.

The number $\delta$ in conjecture 2 depends on $\delta$. The recurrence coefficients of the $q^{-1}$ Hermite polynomials are of exponential growth. If equation (4.28) is true, then the $q^{-1}$ Hermite polynomials will also obey this universal law, a very surprising fact indeed.

## 5. Bounds using chain sequences

In this section we use chain sequences to establish sharp upper bounds for the largest zeros of the Wilson, $q^{-1}$-Hermite and $q$-Laguerre polynomials. The method is based on explicitly knowing the coefficients in the three-term recurrence relation satisfied by the polynomials.

Recall that a sequence $\left\{a_{n}: 0<n<N\right\}$ is a chain sequence if there is a parameter sequence $g_{n}$, such that

$$
\begin{equation*}
a_{n}=g_{n}\left(1-g_{n-1}\right) \quad 0 \leqslant g_{0}<1 \quad 0<g_{n}<1 \quad 0<n<N \tag{5.1}
\end{equation*}
$$

For detailed information, see [10] and [15]. Here $N$ may be finite or infinite. The sequence $\{1 / 4\}$ is a chain sequence with $g_{n}=1 / 2$, so is any non-negative sequence bounded above by a chain sequence.

Theorem 5.1. Assume that $Q_{n}(z)$ is a sequence of monic orthogonal polynomials generated by
$Q_{0}(x)=1, \quad Q_{1}(x)=x-\alpha_{0}, \quad Q_{n+1}(x)=\left(x-\alpha_{n}\right) Q_{n}(x)-\beta_{n} Q_{n-1}(x)$
and let

$$
\begin{equation*}
B:=\max \left\{x_{n}: 0<n<N\right\} \quad A:=\min \left\{y_{n}: 0<n<N\right\} \tag{5.3}
\end{equation*}
$$

where $x_{n}$ and $y_{n}, x_{n} \geqslant y_{n}$, are the roots of

$$
\begin{equation*}
\left(x-\alpha_{n}\right)\left(x-\alpha_{n-1}\right) a_{n}=\beta_{n} \tag{5.4}
\end{equation*}
$$

and $a_{n}$ is any chain sequence. Then all the zeros of $Q_{n}(z)$ lie in $(A, B)$.
This is [15, theorem 2] and is a restatement of the Wall-Wetzel theorem. A consequence of theorem 5.1 is the following.

Theorem 5.2. If the zeros of $Q_{N}(x)$ are less (greater) than $A(B)$, then the sequence $\left\{\beta_{n} /\left(\alpha_{n}-A\right)\left(\alpha_{n-1}-A\right): 0<n<N\right\}\left(\left\{\beta_{n} /\left(B-\alpha_{n}\right)\left(B-\alpha_{n-1}\right): 0<n<N\right\}\right)$ is a chain sequence.

In the case of $q^{-1}$-Hermite polynomials $\alpha_{n}=0$ and $\beta_{n}=q^{-n}\left(1-q^{n}\right) / 4$. Let $X_{N, 1}(H)$ and $X_{N, 1}(q H)$ be the largest zero of Hermite and $q^{-1}$-Hermite polynomials of degree $N$, respectively. With $a_{n}=\frac{1}{4}$ in (5.4) we obtain the following bound for $X_{N, 1}(q H)$ :

$$
\begin{equation*}
X_{N, 1}(q H)<\left[q^{1-N}\left(1-q^{N-1}\right)\right]^{1 / 2} \tag{5.5}
\end{equation*}
$$

since $q^{-n}\left(1-q^{n}\right) / 4$ increases with $n$.
The next theorem gives a more refined bound for $X_{N, 1}(q H)$.
Theorem 5.3. We have

$$
\begin{equation*}
X_{N, 1}(q H)<\left\{\sqrt{2 N+1}-\frac{6^{-1 / 3} i_{1}}{(2 N+1)^{1 / 6}}\right\} \sqrt{\frac{q^{1-N}\left(1-q^{N-1}\right)}{2(N-1)}} \tag{5.6}
\end{equation*}
$$

where $i_{1}$ is the smallest positive zero of the Airy function.
Proof. For the Hermite polynomials $\alpha_{n}=0$ and $\beta_{n}=n / 2$, so by theorem 5.2 we can choose

$$
\begin{equation*}
a_{n}=\frac{n}{\left[2 X_{N, 1}(H)+\epsilon\right]^{2}} \quad 0<n<N \tag{5.7}
\end{equation*}
$$

for any $\epsilon>0$, which can be allowed to depend on $N$, in theorem 5.1. Since $q^{-n}\left(1-q^{n}\right) / 4$ is strictly increases with $n$ then the result follows from theorem 5.1 and the inequality

$$
\begin{equation*}
X_{N, 1}(H)<\sqrt{2 N+1}-\frac{6^{-1 / 3} i_{1}}{(2 N+1)^{1 / 6}} \tag{5.8}
\end{equation*}
$$

of [29, theorem 6.32]. This completes the proof.
It is easy to see that (5.6) is sharper than (5.5) for sufficiently large $N$. As was mentioned following (4.15), to obtain the correct limit as $q \rightarrow 1^{-}$we need to replace $X_{N, 1}(q H)$ by $X_{N, 1}(q H) \sqrt{(1-q) / 2}$. With this renormalization the bound in (5.6) tends to the bound (5.8) of $X_{N, 1}(H)$ as $q \rightarrow 1^{-}$.

We now treat the $q$-Laguerre polynomials $\left\{L_{n}^{(\alpha)}(x ; q)\right\}$, [25]. The corresponding $\alpha_{n}$ 's and $\beta_{n}$ 's are given by

$$
\begin{align*}
\alpha_{n} & =\frac{1-q^{n}}{(1-q) q^{2 n+\alpha}}+\frac{1-q^{n+\alpha+1}}{(1-q) q^{2 n+\alpha+1}}  \tag{5.9}\\
\beta_{n} & =\frac{\left(1-q^{n}\right)\left(1-q^{n+\alpha}\right)}{(1-q)^{2} q^{4 n+2 \alpha-1}} \tag{5.10}
\end{align*}
$$

It is easy to see that the roots of (5.4) with $a_{n}=\frac{1}{4}$ are monotone in $n$, thus theorem 5.1 shows that the zeros of the $q$-Laguerre polynomial $L_{N}^{(\alpha)}(z ; q)$ are in $\left(A_{N}, B_{N}\right)$ where $A_{N}$ and $B_{N}$ are the roots of

$$
\begin{equation*}
\left(x-\alpha_{N-1}\right)\left(x-\alpha_{N-2}\right)=4 \beta_{N-1} \tag{5.11}
\end{equation*}
$$

and the $\alpha$ 's and $\beta$ 's are given by (5.9) and (5.10). The main term in $A_{N}$ for sufficiently large $N$ is

$$
\begin{equation*}
A_{N}=\frac{q^{-2 N+1-\alpha}}{2(1-q)}\left[(1+q)\left(1+q^{2}\right)+\sqrt{16 q^{3}+(1+q)^{2}\left(1-q^{2}\right)^{2}}\right]+\mathrm{O}\left(q^{-N}\right) \tag{5.12}
\end{equation*}
$$

Mathematica shows that the function

$$
16 x^{3}+(1+x)^{2}\left(1-x^{2}\right)^{2}
$$

is monotonic for $0 \leqslant x<1$. Thus the quantity in square brackets in (5.12) increases with $q$ and is bounded above by its value at $q=1$, namely 8 . Thus $B_{N}<4 q^{-2 N+1-\alpha} /(1-q)$, an estimate, which in the special case $\alpha=0$ is sharper than (3.8).

## 6. Weak exponential weights

In this section we study the largest zero for polynomials orthogonal with respect to weak exponential weights (1.17). Note that the Stieljes-Wigert polynomials [10] are special $q$-Laguerre polynomials and are orthogonal with respect to a weak exponential weight function with $m=2$. Thus we expect the limiting behaviour of the largest zeros of the polynomials orthogonal with respect to $w_{m}(x)$ to resemble the largest zeros of the $q$ Laguerre polynomials, for example they should increase exponentially. It turned out that the qualitative behaviour of the correction terms depends on $m$ and that the case $m=2$ is an exceptional case.

As before, it is convenient to use the parametrization

$$
\begin{equation*}
q=\mathrm{e}^{-\beta} \quad 0<\beta<\infty \tag{6.1}
\end{equation*}
$$

The normalization condition for the density is

$$
\begin{equation*}
N=\frac{1}{2 \pi} \int_{0}^{b} \sqrt{\frac{y}{b-y}} u^{\prime}(y) \mathrm{d} y . \tag{6.2}
\end{equation*}
$$

Using the fact that

$$
u^{\prime}(x)=\frac{1}{\beta^{m-1}} \frac{(\ln x)^{m-1}}{x}
$$

we obtain

$$
\begin{equation*}
N=\frac{1}{2 \pi \beta^{m-1}} \int_{0}^{1} \frac{(\ln b+\ln t)^{m-1}}{\sqrt{t(1-t)}} \mathrm{d} t \tag{6.3}
\end{equation*}
$$

The integrand can be expanded by the binomial theorem and $N$ is now expressed as a polynomial in $\ln b$ of degree $m-1$. Thus we at arrive at the asymptotic expansion

$$
\begin{equation*}
N=\frac{1}{2 \beta^{m-1}}\left[(\ln b)^{m-1}-2(m-1) \ln 2(\ln b)^{m-2}+\mathrm{O}\left((\ln b)^{m-3}\right)\right] \tag{6.4}
\end{equation*}
$$

as $b \rightarrow \infty$. Solving for $b$ in terms of $N$, we find

$$
\begin{equation*}
b \sim \exp \left[(2 N)^{1 /(m-1)} \beta\right]=q^{-(2 N)^{1 /(m-1)}} \tag{6.5}
\end{equation*}
$$

This indicates that the zeros are well separated, as is the case with the zeros of the $q$-Laguerre polynomials [25].

We now proceed to determine the further refinement to the first crude estimate given by (6.5). To accomplish this the behaviour of $\sigma(x)$ for $x \rightarrow b^{-}$is required. However, for $m>2$, it appears that no explicit formula for $\sigma(x)$ is available. Therefore we shall only
give an asymptotic formula for the quantity $G(b)$, introduced in the previous sections. The density is

$$
\begin{equation*}
\sigma_{m}(x)=\frac{1}{2 \pi^{2} \beta^{m-1}} \sqrt{\frac{b-x}{x}} P \int_{0}^{b} \frac{(\ln y)^{m-1}}{\sqrt{y(b-y)}} \frac{\mathrm{d} y}{y-x} \tag{6.6}
\end{equation*}
$$

We used $\sigma_{m}(x)$ to exhibit the dependence on $m$. To compute the above principle value integral we use a generating function technique. It is clear that

$$
\begin{align*}
\sum_{m=1}^{\infty} \sigma_{m}(x) \frac{\beta^{m-1} w^{m-1}}{(m-1)!} & =\frac{1}{2 \pi^{2}} \sqrt{\frac{b-x}{x}} P \int_{0}^{b} \frac{\exp (w \ln y)}{\sqrt{y(b-y)}} \frac{\mathrm{d} y}{y-x} \\
& =\frac{1}{2 \pi^{2}} \sqrt{\frac{b-x}{x}} P \int_{0}^{b} \frac{y^{w-1 / 2}}{\sqrt{(b-y)}} \frac{\mathrm{d} y}{y-x} \tag{6.7}
\end{align*}
$$

Therefore [14, equation (2.228.3)] yields
$\sum_{m=1}^{\infty} \sigma_{m}(x) \frac{\beta^{m-1} w^{m-1}}{(m-1)!}=-\frac{b^{w-1}}{2 \pi^{2}} \sqrt{\frac{b-x}{x}} B\left(-\frac{1}{2}, w+\frac{1}{2}\right)_{2} F_{1}\left(1-w, 1 ; \frac{3}{2} ; 1-x / b\right)$.
In the limit $x \rightarrow b^{-}$, we find

$$
\begin{equation*}
\sigma_{m}(x) \sim G_{m}(b) \sqrt{b-x} \quad x \rightarrow b^{-} \tag{6.9}
\end{equation*}
$$

In this case the $G$ 's have the generating function

$$
\begin{align*}
\sum_{m=0}^{\infty} G_{m+1}(b) \frac{\beta^{m} w^{m}}{m!} & =-\frac{b^{w-3 / 2}}{2 \pi^{2}} \frac{\Gamma\left(-\frac{1}{2}\right) \Gamma\left(w+\frac{1}{2}\right)}{\Gamma(w+1)} \\
& =\frac{w}{(b \pi)^{3 / 2}} \exp (w(\ln b)) \frac{\Gamma\left(w+\frac{1}{2}\right)}{\Gamma(w+1)} \tag{6.10}
\end{align*}
$$

Since both $\Gamma\left(w+\frac{1}{2}\right)$ and $\Gamma(w+1)$ are analytic functions of $w$ in the neighbourhood of $w=0$ [12], then (6.10) shows that $G_{1}(b)=0$ and $G_{m}(b)$ is a polynomial in $\ln b$ of degree $m-2$, for $m>1$. Indeed we have

$$
\begin{equation*}
\frac{G_{m+2}}{(m+1)!} \beta^{m+1}=\frac{1}{\pi b^{3 / 2}} \frac{(\ln b)^{m}}{m!}+\text { lower-order terms } \tag{6.11}
\end{equation*}
$$

This gives the following asymptotics for the largest zeros of polynomials orthogonal with respect to weak exponential weights:

$$
\begin{equation*}
a \sim b-c_{1} b\left[\frac{\beta^{m-1}}{2(m-1)(\ln b)^{m-2}}\right]^{2 / 3} \quad \text { as } b \rightarrow \infty \tag{6.12}
\end{equation*}
$$

where

$$
\begin{equation*}
c_{1} \approx(3 \pi)^{2 / 3} \tag{6.13}
\end{equation*}
$$

Here again it is likely that $c_{1}=2\left(6^{-1 / 3}\right) i_{1}$.
Observe that for $m=2$, the correction term in (6.12) is of the same order as the first term, the same was noted in the case of the $q$-Laguerre and the $q^{-1}$-Hermite polynomials. This is not surprising since the largest zero as $N \rightarrow \infty$ is controlled by the large- $x$ behaviour of the potential $u(x)$.

We indicate here that in order to obtain the lower-order terms in the expansion (6.11) it is useful to make use of the duplication formula of the Gamma function to write the right-hand side of (6.10) as

$$
\begin{equation*}
\frac{w}{\pi b^{3 / 2}} \exp \left(w \ln \left(\frac{1}{4} b\right)\right) \frac{\Gamma(2 w+1)}{\Gamma^{2}(w+1)} \tag{6.14}
\end{equation*}
$$

Equation (1.17.2) in [12] is

$$
\begin{equation*}
\log (\Gamma(1+z))=-\gamma z+\sum_{n=2}^{\infty} \frac{(-1)^{n} \zeta(n) z^{n}}{n} \tag{6.15}
\end{equation*}
$$

which implies

$$
\begin{equation*}
\log \left(\frac{\Gamma(1+2 w)}{\Gamma^{2}(1+w)}\right)=2 \sum_{n=2}^{\infty} \frac{(-1)^{n}\left(2^{n-1}-1\right)}{n} \zeta(n) w^{n} . \tag{6.16}
\end{equation*}
$$

Thus one can obtain a few of the lower-order terms in (6.12), if needed.
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